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Abstract— We report on an initial study of a state-space
model for propagation of the activation wavefront on the
heart surface. The activation wavefront was modeled as
a curve evolving on the heart surface with the evolution
governed by factors derived from a priori data, including
anisotropy, along with study of epicardial measurements. The
body-surface potential / wavefront relationship is modeled via
an intermediate mapping of wavefront to epicardial potentials,
again derived from data and prior physiological factors. This
design avoids the over-smoothing of Tikhonov solutions and
is capable of flexible inclusion of physiological information,
including fiber orientation, in the model. Initial results show
improvements in reconstructing activation wavefront with
respect to the Tikhonov solution, especially at early activation
times.

I. I NTRODUCTION

Recent work on inverse solutions for electrocardiogra-
phy have generally used either an activation wavefront-
based model or a potential-based model (using epicardial,
endocardial, or trans-membrane potentials)[1], [2], [3], [4].
Activation-based models reduce the unknowns to the arrival
time of the wavefront at each point on the epicardial and
endocardial surfaces while potential-based models treat the
value of the potential at each point on the relevant surface
at each time instant as a free variable.

Activation-based models are low order parameterizations
which capture the single most important physiological fea-
ture of cardiac propagation but depend on isotropy / ho-
mogeneity assumptions and a fixed shape of the temporal
waveforms in order to form a tractable forward model.
Potential-based models are less restrictive but imply a high-
order parameterization. Thus they are not robust without
considerable smoothing (regularization), and make it difficult
to include the physical and geometric constraints imposed by
the central physiological feature, namely wavefront behavior,
except via indirect and somewhat coarse models [1], [4].

So activation-based methods are generally more robust
than potential models, for instance to error in geometry or
noise in measurements [5], but they may not take advantage
of information about the cardiac sources potentially present
in the measurements and they cannot take advantage of
known prior information about non-isotropic propagation of
wavefronts and true 3D nature of propagation. Our goal
here is to propose a model which can relax isotropy and
homogeneity assumptions, and include prior physiology and
electrophysiology, while maintaining the low dimensionality

implied by wavefront behavior. As a first step, we propose a
model which has the following characteristics:

1) The quantity of interest is the location of the wavefront
on the epicardial surface at each instant in time. The
wavefront is modelled as a continuous 1D curve on
that (2D) surface, using a discrete representation for
computational purposes.

2) The wavefront evolves in time by propagating in the
direction normal to the curve according to a possibly
time- and space-varying velocity function.

3) The potentials on the heart surface, as in activation
models, are completely determined (at least in the
current model) by the wavefront location at each time.
However we are free to choose time- and space-varying
mechanistic models for this relationship.

4) The body surface potentials are determined by a stan-
dard potential-to-potential forward model.

5) The parameters that determine the time- and space-
varying velocity function and the time- and space-
varying wavefront-to-potential function will be chosen
through a phenomenological approach, via study of
measured data and fitting of appropriate parameters.

Thus we need three equations to describe this formulation:
one which describes how the wavefront curve evolves from
one time instant to another, one which maps the wavefront
location at any particular time to the epicardial potentials,
and thirdly the standard potential-based forward model which
maps epicardial to body-surface potentials.

Viewing this formulation from the perspective of the
inverse problem, then the goal is to use the data—body
surface measurements—to determine the location for the
wavefront curve at each point in time. Thus the wavefront
curve represents the true unknownstateof the system: if we
know it at a given time instant, and we have the parameters
of the two mapping functions, we have a model for the
measurements. Thus this formulation is a natural fit to a non-
linear state-space model, which we propose to solve using
an Extended Kalman Filter (EKF) [6] approach.

As an initial step, we concentrate in what follows on beats
that are initiated by a stimulus on the epicardium. Due to the
relative geometric and physiological simplicity of the ensuing
propagation, this is the simplest case for this model.



II. M ETHODS

A. State-space framework

The basis of our proposed model is the idea that the
wavefront, conceived of as a curve on the epicardial surface
at each time instant, is sufficient, along with a model, to
determine the potentials on the the body surface at that time
instant, to within a reasonable level of uncertainty. Thus
we treat the wavefront as the state of the system, and this
enables an appropriate state-space formulation. We model
this state as a continuous curve in an infinite-dimensional
space, although we treat it computationally at a given time
instant via a discrete finite-dimensional representation. This
leads to a nonlinear state evolution function and a nonlinear
forward model (since the forward model includes the map-
ping from wavefront to epicardial potentials as well as from
epicardial potentials to body surface potentials). The result
is the following pair of equations:{

cn+1 = f(cn) + un+1

yn+1 = Ag(cn+1) + wn+1
(1)

where subscriptn represents the time instant,c is the curve
representing the wavefront,y is anM×1 vector holding torso
potentials,A is anM ×N matrix representing the forward
model, f is the state evolution function,g is a function
that returns the epicardial potentials from the activation
wavefront andu andw are Gaussian white noise variables
that represent the temporal model error and forward problem
error respectively :wn ∼ N(0, Cn), un ∼ N(0, Qn).

Finding appropriate functionsf andg is the most crucial
part of building the model, as we describe in the next two
sections.

B. State evolution function

This function models the propagation of the activation
wavefront in time. The input to the function is the wavefront
curve at the current time instant and the output is the
wavefront curve at the next time instant. The model should
reflect to the extent reasonable the behavior of the three
dimensional myocardium.

To evolve the curve on the heart surface we need to know
the speed in the normal direction at each point of the curve
at each time instant. Based on our own studies of a number
of canine beats provided by our collaborators at CVRTI, and
in accordance with the observations reported in [7], [8], we
note the following rules for the wavefront speed :

1) The fiber direction dominates other factors in the early
activation time proportional to the projection of that
direction onto the normal direction to the curve.

2) The speed increases with time after initiation and
becomes essentially isotropic.

3) Certain locations on the epicardium tend to show
higher (apex, right ventricle) or lower (over the septum)

speeds, although there is some interaction of this effect
with velocity direction.

Based on the these properties we modeled the speed as
follows:

υ(s, t) = β(t)δ(s)(a(t)cos2(η) + b(t)) (2)

where υ(s, t) is the speed of a point at locations on the
activation wavefront at timet after initiation, β(t) models
temporal factors and increases with time,δ(s) models spatial
factors,η is the angle between the normal direction to the
wavefront and the local fiber direction ats, anda andb are
coefficients of the fiber direction effect. Hence the speed at
time t along and across the fibers is proportional toa(t)+b(t)
andb(t) respectively.

C. The model to determine epicardial potential from wave-
front location

Our basic model of the potential surface is that it is
divided into three regions: activated, inactive and transition.
This model depends on removing the increasing trend in
the reference documented in [9], which we estimate here by
using late-activated regions for early time instants and early-
activated regions for late time instants. After removing the
reference, the potential of the activated region at each time
instant is taken as having a constant, and negative, value
while the potential of the inactive region is treated as being
zero. The transition region between activated and inactive
regions has a more complicated behavior. To represent this
effect we assume that the potential at each point on the heart
surface is a function of the distance from that point to the
wavefront curve. Note that this function describes a profile of
the potential surface in the direction normal to the wavefront.
We modeled this function with the step response of a second
order system:{

Γ(d) = αV
2 (1− 1√

1−ξ2
e−ξωd sin(ω

√
1− ξ2d+ ψ))

−V
2 + ref

(3)

whereψ = arctan(
√

1−ξ2

ξ ), Γ is the potential function at
any point on the heart surface,d is the distance of that point
to the wavefront curve,α is -1 for points inside the wavefront
curve and 1 for points outside the curve,V is the negative
potential value of the activated region,ω and ξ control the
slope and overshoot of the potential function, respectively,
and ref represents the reference potential.

Fig. 1 showsΓ as a function of the distanced for different
values of ω and ξ for V = 20mV and α = 1 which
means the point is outside the wavefront curve. The potential
far from the wavefront curve is constant with value either
zero (outside the curve) or−V (inside the curve). Thus the
specific values ofω andξ are important just in the transition
region, andΓ gives us flexibility to have different slopes and
magnitude of overshoot or undershoot in different locations.



Fig. 1. FunctionΓ versus distanced for different values ofξ andω

Our studies of canine epicardial data showed a weak corre-
lation between the parameters ofΓ and both fiber directions
and increasing time. Using parameters fit to these studies we
predefineΓ as a function of distance, fiber directions and
time. (We note that we can achieve increased flexibility if
we include parameters ofΓ in the state variable and estimate
them using the body surface measurements.

D. Filtering of the residual

The estimate of the state-space model at each time instant
in the EKF algorithm is a combination of the prediction ob-
tained from the previous solution and a correction term which
depends on the current measurements via minimization of
the residual norm||yn−Ag(cn)||. Since our model assumes
that the potentials in the activated and inactivated regions are
constant we expect to have a systematic error component
in the model which will effect the predicted body surface
measurementsAg(cn). Moreover, the transition region has
a much more complicated behavior than our model allows.
We observed that this error effects the residual norm even if
we use thetrue wavefront location. Thus the danger is that
minimizing the residual under these circumstances, after a
certain point, will fit the error in the model rather than the
wavefront location itself.

However the major effect of this epicardial potential
surface model error on the body surface potentials was low
frequency, and indeed was well matched to the low-order
left singular vectors of the forward matrixA. Thus we
attenuated its effect on the residual norm by minimizing the
filtered residual, multiplying by the transpose ofUk, where
Uk contains columnsk+1 toN of U , the left singular matrix
of A, A = UΣV T :

UT
k (yn −Ag(cn)) (4)

This filtering removes information in the residual which
could be important in standard regularization and might even
make such a problem singular. But it turns out not to be
of great importance in our state-space model, presumably
because of the strong constraints imposed by the temporal

model and potential model. The order of the filtering,k, is an
important factor which we found empirically from the data.

III. R ESULTS

We implemented a simple version of the model and tested
it using canine data from tank experiments conducted by our
collaborators at CVRTI [10]. The data to which we fit the
model parameters described in the previous sections included
multiple beats from multiple animals, so that it was not
overly tailored to the test beat used in the simulation reported
here.

From the epicardial potentials we simulated the potentials
on the torso surface using a linear forward model based on
a Boundary Element Method solution for the homogeneous
tank geometry (the matrixA above) and added Gaussian
white noise to achieve a 30dB signal to noise ratio. The
dimensions ofA were771×490: 490 nodes in the heart ge-
ometry model mapped into 771 electrodes on the torso. Fiber
directions were approximated from the Hunter heart[13].

We represented the wavefront curve in a spherical co-
ordinate system using a limited number of points which
we interpolated using B-spline basis functions. We allowed
the number of points used to represent this curve to grow
as the activated area got larger; since this was merely a
representation of the continuous curve we avoided problems
that would otherwise be caused by changing the dimension of
the state-space. We did have to handle changing dimensions
of the matrix representing the error covariance of the state
variables, which we achieved through a simple interpolation
scheme.

We used (2) and (3) to implement the functionsf andg.
The reference was estimated from the true data and used in
(3). We obtained the parameters of the functionsf andg from
beats with pacing sites on both the left and right ventricles.
We approximated the speed of the wavefront at each point
on the heart surface by calculating the time required for the
wavefront to travel a fixed distance in the neighborhood of
that point. For simplicity in this initial implementation we
set a(t) = .6, b(t) = .3, β = 1 and δ = 1 in (2). To
determine the potential model we approximated the spatial
gradient of the potential along the normal direction to the
wavefront at different points on the wavefront and at different
time instants. The resulting parameter values wereω = .7
andξ = .7cos2(η)+ .5. We used the EKF algorithm to solve
the state-space model, linearizing the functionsf and g by
using a finite difference method.

Fig. 2 shows the wavefront obtained from the true so-
lution (Red) along with the reconstructed wavefront using
our method (white) and the wavefront obtained from the
Tikhonov solution. In all cases the wavefront was defined
as the set of points whose potential equaled the average
of the activated and inactive potential values. As can be
seen in the figure, the proposed method was more accurate,



especially for early activation time when the activated region
was stretched along the local fiber directions.

IV. CONCLUSION

We used a state-space formulation to solve the inverse
problem of ECG. The basic motivation was to add phys-
iological information about cardiac propagation to a low-
dimensional, wavefront-based model. This information ap-
pears in the state evolution function of our state-space model.
The use of the wavefront curve as the state variable (in
contrast with earlier Kalman filtering approaches for inverse
electrocardiography which used the potentials as the state
variable [11], [12]) both enforced the sharp transition across
the wavefront and provided a low-dimensional, and therefore
potentially more robust, model. Moreover the structure of
the model facilitates our ability to include physiological
properties of the heart such as fiber orientation.

To create the state evolution model we needed the speed
of the wavefront in the normal direction, which we modeled
as a function of local fiber orientation. We applied fixed
model to calculate epicardial potentials from the wavefront.
We used an EKF approach to solve the state-space system
and reconstructed the activation wavefront. Results showed
improvement with respect to the Tikhonov solution especially
at early activation times.

The results here are just a first step in building an appro-
priate model. We only used the fiber directions of the heart
surface for our propagation model while a more complete
model should consider the three dimensional effect of the
fibers in the heart volume. We anticipate improvement by
fixing β(t) and δ(t) to reflect known behaviors. Moreover
we intend to experiment with a potentially more accurate
approach to model the potential surface by including the
parameters of the potential model in the state variable. One
goal of interest would be to estimate the positive regions
which precede the wavefront in early activation and whose
behavior reflects, among other factors, the depth of the
pacing site in the myocardium. The reference potential that
was used in our initial tests was obtained from the true
solution. In the future we will need to estimate it from the
torso measurements. Finally, a significant future challenge
for this approach will be to model multiple wavefronts,
breakthroughs, and disappearing wavefronts.
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